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ABSTRACT

Impulse response estimation in high noise and in-the-wild settings,
with minimal control of the underlying data distributions, is a chal-
lenging problem. We propose a novel framework for parameteriz-
ing and estimating impulse responses based on recent advances in
neural representation learning. Our framework is driven by a care-
fully designed neural network that jointly estimates the impulse re-
sponse and the (apriori unknown) spectral noise characteristics of
an observed signal given the source signal. We demonstrate robust-
ness in estimation, even under low signal-to-noise ratios, and show
strong results when learning from spatio-temporal real-world speech
data. Our framework provides a natural way to interpolate impulse
responses on a spatial grid, while also allowing for efficiently com-
pressing and storing them for real-time rendering applications in
augmented and virtual reality.

Index Terms— impulse response estimation, filter interpola-
tion, neural representation learning

1. INTRODUCTION

Robust estimation of impulse responses (IRs) is vital for a variety of
audio and speech signal processing applications, including scene and
room acoustics modeling, source localization, and audio spatializa-
tion. Accurately characterizing room and head-related impulse re-
sponses (RIR and HRIR) is required for achieving immersion and re-
alism, while enabling audio and sound pesonalization in augmented
and virtual reality applications.

Typically these IRs are spatio-temporal, i.e., each spatial loca-
tion in 3D corresponds to one short time-domain signal. Measuring
IRs for every spatial location in a 3D scene is infeasible in many
cases due to the cost and complexity of the setup involved and the
setups themselves are typically not portable. Hence, reliable esti-
mation and prediction of such IRs using computational models has
received significant attention in the audio and speech signal process-
ing community [1, 2, 3]. IR estimation in linear time invariant (LTI)
systems typically corresponds to solving an inverse problem [4] and
traditional approaches would require clean data or assume additive
noise with known spectral noise characteristics. Neither of these are
available for in-the-wild scenarios. While optimal or adaptive filter-
ing techniques have been proposed, they require apriori knowledge
or some estimate of the underlying signal statistics [5, 6, 7].

Besides robust estimation of IRs in noisy in-the-wild scenarios,
interpolation of estimated IRs poses a major challenge. As it is infea-
sible to measure IRs at every spatial position, bilinear or barycentric
interpolation are often utilized to approximate IRs at unmeasured po-
sitions [8, 9, 10]. However, such interpolation methods assume that
IRs undergo strictly linear transformations as the spatial locations
change, which is not an accurate representation of reality. More so-
phisticated IR interpolation techniques that are domain-specific have

Fig. 1. The proposed IR-MLP. Impulse responses are predicted from
spatio-temporal coordinates using an MLP. The final result is ob-
tained by convolution of the IR with the source signal.

been proposed, however they suffer from generalization to arbitrary
measurement grids and application domains [11].

In this work, we mitigate some of these drawbacks in IR estima-
tion and interpolation by leveraging recent advances from neural rep-
resentation learning [12, 13, 14]. We propose a simple model driven
by multi-layer perceptrons (MLPs) and a novel loss function for
training the MLPs to jointly estimate the IR and the unknown noise
characteristics. Deep networks have recently shown to be effective
for learning time domain representations [15, 16, 17, 18] and MLPs
are one widely studied architectural family of deep networks that are
successful in acoustic modeling for speech recognition [19], audio
equalization [20], and speech enhancement [21]. MLPs have not
only been proven to be able to model high frequency signals [13] but
also are excellent interpolation machines, providing a natural mech-
anism to generate IRs at unmeasured positions. While some recent
existing works estimate IRs with neural networks [22, 23, 24, 25],
they rely mainly on domain-specific architectures carefully designed
to capture some underlying apriori data attributes [26, 27, 28], and
do not always yield strong results [24]. Our framework, in contrast,
is generic, without domain-specific assumptions, and applicable to
any problem where IR estimation is required. In summary, our con-
tributions are:
Impulse response estimation. We propose an effective and robust
method to estimate impulse responses in a highly noisy setting where
traditional approaches fail or perform worse.
Efficient parameterization of impulse responses. We demonstrate
that our approach can store impulse responses with an extremely
high compression factor and therefore an extremely low memory
footprint, which is a key property for on-device applications.
Native interpolation of impulse responses. We show that the pa-
rameterization with a neural network is not only highly memory ef-
ficient but also allows to interpolate impulse responses at unseen po-
sitions more accurately than traditional interpolation techniques.



Fig. 2. In addition to the IR-MLP, a Noise MLP predicts the spectral
characteristics of additive noise. A noise-robust loss function is then
optimized to jointly learn the IRs and noise spectral characteristcs.

2. MODEL FORMULATION

Consider an LTI system characterized by spatio-temporal IRs, where
(x, y, z) correspond to the 3D position of source (or receiver). We
restrict ourselves to 3D spatial positions in this work for clarity and
simplicity. Extension to higher dimensional cases is straightforward.
If s(t), h(t) and y(t) are the source, unknown IR, and the observed
(target) signal respectively, then we have

yx,y,z(t) = s(t) ∗ hx,y,z(t). (1)

Estimating such families of filters means to learn a function

F : (x, y, z, t) 7→ hx,y,z(t) (2)

that maps from positional inputs (x, y, z) and the temporal index
t of the filter to the t-th sample of the filter. We parameterize F
with an MLP that consumes, as input, the spatial coordinates x, y, z
and the temporal index t and predicts, as output, the t-th sample of
the finite impulse response hx,y,z(t), see Figure 1. As pointed out
in [13], MLPs typically struggle to learn high frequency functions
in low dimensional domains. We therefore adopt a popular solution
used in neural rendering [14] and compute Fourier features

γ(p) =
{
sin(2`πp), cos(2`πp); 0 ≤ ` < L

}
(3)

of the low dimensional input p := (x, y, z, t) before feeding them
into the MLP. The output of the LTI from Equation (1) is then ob-
tained by convolution of the input signal s(t) with the predicted FIR
hx,y,z(t). We use an `2-loss for training the MLP:

L =
∑
t

‖ŷx,y,z(t)− yx,z,y(t)‖2, (4)

where ŷx,y,z(t) denotes the (measured) ground truth signal and
yx,y,z(t) is the signal obtained by convolution of the MLP output
with the input signal.

3. NOISE-ROBUST LEARNING

Practical applications typically include noise, thus a more accurate
description of the system than the one in Equation (1) is

y(t) = s(t) ∗ h(t) + n(t), (5)

where n(t) is an additive noise term. Note that both h(t) and n(t)
can potentially be position dependent. To simplify notation, we drop

the positional indices. In traditional approaches such as Wiener fil-
tering, noise is typically assumed to be stationary and to have known
spectral characteristics. While stationarity is a reasonable assump-
tion, spectral characteristics of noise are generally unknown in prac-
tice. Here, we propose a technique to learn the ideal impulse re-
sponses in noisy systems with stationary noise but unknown spectral
noise characteristics. This is achieved by a learned noise model, see
Figure 2.

Given a source signal s(t) and a measured, noisy target signal
ŷ(t), the ideal IR and noise estimates h(t) and n(t) minimize

L =
∑
t

(
ŷ(t)−

[
s(t) ∗ h(t) + n(t)

])2
. (6)

It is generally impossible to optimize this function because the exact
form of n(t) is uncorrelated to the model’s input. With the assump-
tion that noise is stationary, however, we can bypass this problem.
We define the residual r(t) := ŷ(t) − s(t) ∗ h(t) and apply Parse-
val’s theorem such that we obtain

L =
∑
t

(
r(t)− n(t)

)2
=
∑
ω

|R(ω)−N(ω)|2

=
∑
ω

|R(ω)|2 + |N(ω)|2 − 2|R(ω)||N(ω)| cos(φR − φN ), (7)

where φR and φN are the phase of the residual and noise, respec-
tively. We assume that the stationary noise best explains the residual
between the measured signal ŷ(t) and the result of the convolution
s(t) ∗ h(t). This is the case if φR and φN are chosen such that
Equation (7) is minimal, which is the case for φR = φN . Then,

L =
∑
ω

|R(ω)|2 + |N(ω)|2 − 2|R(ω)||N(ω)|

=
∑
ω

(
|Ŷ (ω)− S(ω)H(ω)| − |N(ω)|

)2
. (8)

In contrast to Equation (6), this function can be optimized since it
no longer depends on n(t) but only on the noise amplitude spectrum
|N(ω)|. The latter is either a learnable constant if we assume posi-
tion independent noise, or a learnable function of (x, y, z) if we as-
sume position dependent noise. Hence, given a model that predicts
both h(t) and |N(ω)| as in Figure 2, the weights of the IR-MLP
and the Noise MLP can simultaneously be learnt by optimization of
Equation (8). In this formulation, stationarity is the only constraint
on noise, knowledge of any spectral characteristics of the noise is
not required.

4. EVALUATION

To show the effectiveness of our approach, we evaluate on synthetic
data generated from measured HRIRs, such that ground truth IRs are
known and we have full control over the noise.

Dataset. We use an in-house dataset of 9,720 HRIRs measured
on a sphere around a listener in an anechoic chamber, each of which
is a two-channel FIR with 400 taps per channel. We synthetically
generate the observed (target) signals ŷ(t) by convolving a logarith-
mic sine sweep (the source signal s(t)) with each of the measured
IRs and add different kinds of noise. In Section 4.4, we show that
our approach works on noisy real-world data as well. All audio data
is sampled at 48kHz.

Network Architectures. The IR-MLP, which predicts the IRs,
consumes the spatio-temporal coordinates (x, y, z, t) and maps them
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(a) IR estimation with position-independent noise
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(b) IR estimation with position-dependent noise

Fig. 3. Accuracy of estimated filters for different methods. We compare a Wiener filter, adaptive filtering, the IR-MLP trained with a
conventional `2-loss, and the IR-MLP with the noise robust loss from Section 3. The systems are evaluated for different signal-to-noise ratios,
ranging from moderately noisy data (0dB SNR) to highly noisy data (-30dB SNR). We report the SDR between estimated and ground truth
filter on the y-axis. Only the IR-MLP trained with the noise robust loss is able to estimate accurate filters under highly noisy conditions.

Architecture Efficiency Quality

parameters compression IR generation time SDR of predicted IRs

layers=6, hidden size=32 9.1k 99.88% 0.646 ms ±0.164 ms 11.993 dB
layers=6, hidden size=64 30.5k 99.61% 0.985 ms ±0.247 ms 15.361 dB
layers=6, hidden size=128 101.2k 98.58% 1.551 ms ±0.313 ms 19.172 dB
layers=6, hidden size=256 417.0k 94.64% 3.890 ms ±0.400 ms 21.472 dB
layers=6, hidden size=512 1.62M 79.16% 12.975 ms ±0.822 ms 24.437 dB

Table 1. A comparison of the memory- and computational efficiency versus the quality of predicted IRs for IR-MLPs of different sizes.
IR-MLPs allow for a significant compression over naively storing the raw IRs, which would require 7.7M floats, while still being able to
recover the parameterized IRs at high quality.

onto a higher dimensional space using Fourier features from Equa-
tion (3) with L = 10, followed by six fully connected layers with
512 hidden units each. If we assume position independent noise in
the signal, the noise model is a simple learnable vector with 1, 024
components representing the static noise amplitude spectrum. In
case of position dependent noise, the noise model consumes the spa-
tial coordinates as input and produces a position dependent 1, 024
component noise amplitude spectrum as illustrated in Figure 2. In
this case, we use the same architecture as for the IR-MLP with four
instead of six layers.

Evaluation Protocol. We report the signal-to-distortion ratio
(SDR) between ground truth IRs and estimated IRs,

SDR(htrue, hest) = 10 log10

( ‖htrue‖2

‖htrue − hest‖2
)
. (9)

4.1. Learning from noisy data

We start with an evaluation of the robustness of our approach on
noisy data. We investigate two scenarios: learning from data with
position independent noise and with position dependent noise.

Position independent noise. To generate target signals ŷ(t) with
position independent noise, we randomly sample amplitude spectral
values and scale the resulting noise spectrogram such that the signal-
to-noise ratio (SNR) is at a predefined level and add random phase
to the signal. The noisy target data is then obtained by adding the
generated noise to the result of the convolution of the sine sweep
and the ground truth IR.

Position dependent noise. Position dependent noise, or noise
with spectral charachteristics that change based on the spatial posi-

tion of sound source or listener, is generated similarly to position
independent noise. We define two noise frequency bands of width
3kHz which are moved along the spectrum depending on the input
positions, i.e., the input position defines the frequency band of the
noise. As before, we sample random phase and add the position de-
pendent noise to the result of the convolution of the sine sweep and
the ground truth IR.

We compare how accurately our IR-MLP learns the impulse re-
sponses when trained with a simple `2-loss on the raw waveforms
and when trained with the noise-robust loss proposed in Section 3.

Baselines. As a baseline, we report the quality of IR estimation
using adaptive filtering and a Wiener filter. Since the convergence
of adaptive filters requires excitation signals with broadband energy
and minimal autocorrelation, we replaced the sine sweep excitation
used for the other methods with white noise for the adaptive filtering
baseline. The Wiener filter requires knowledge about the spectral
characteristics of noise |N(ω)|. In order to estimate the characteris-
tics of noise, first a noisy impulse response

ĥn(t) = F−1

(
Ŷ (ω)

S(ω)

)
= F−1

(
H(ω) +

N(ω)

S(ω)

)
(10)

is estimated from the source signal s(t) and the observed (target)
signal ŷ(t). Per [29], the final ten percent of the impulse response
is assumed to be noise-dominated. While the spectrum of ĥn does
not contain the true spectrum |N(ω)| of the additive noise in the
system, we obtain an estimate for |N(ω)| by multiplication of the
spectrum of the noise-dominated portion of ĥn with S(ω). The re-
sulting Wiener filter is then applied to the observed signal ŷ(t) to
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Fig. 4. Quality of interpolated IRs at new (unmeasured) positions
from a sparse set of measured IRs. As the number of available mea-
surements increases (x-axis), the quality of interpolated IRs also in-
creases. The IR-MLP achieves much higher quality results com-
pared to a nearest-neighbor baseline and bilinear interpolation.

recover the estimate of the denoised impulse response of the system
under observation.

Results. For both, position independent noise (Figure 3a) and
position dependent noise (Figure 3b), adaptive filtering, the Wiener
filter, and the IR-MLP trained with a conventional `2-loss fail to es-
timate the filters accurately in noisy scenarios with a negative SNR.
Training the IR-MLP with the noise-robust loss from Section 3, on
the contrary, allows for accurate filter estimation even in highly noisy
scenarios with an SNR as low as -30dB.

4.2. Interpolation: Predicting Unseen Impulse Responses

In this section, we evaluate the quality of the IR-MLP to predict IRs
at positions that are not contained in the set of measured impulse
responses. From the entirety of 9,720 measured IRs in the above
described HRIR database, we train an IR-MLP using data generated
from a limited number of the measured IRs and evaluate how ac-
curately the network can predict the impulse responses at positions
that were not part of the training data. The results are shown in Fig-
ure 4. We compare to a simple baseline where the nearest measured
IR from the training set is returned as approximation to the unseen
spatial position (nearest neighbor) and to bilinear interpolation. The
number of available impulse responses to generate the training data
is gradually increased from 100 to 6,000. Not surprisingly, all meth-
ods perform poorly when less than 1,000 measurements are avail-
able. However, traditional interpolation methods such as bilinear
interpolation saturate at around 15dB SDR, while the IR-MLP pro-
duces much higher quality interpolations with an SDR up to 20dB if
the spatial density of measured impulse responses is high enough.

4.3. Efficient Parameterization

Besides the previously outlined advantages of estimating and param-
eterizing IRs with neural networks (robustness to noise, native inter-
polation to unseen positions), IR-MLPs provide a memory efficient
way to store IRs while being able to recover them with low compu-
tational effort. This is an important property for on-device applica-
tions where memory and compute are scarce resources. We demon-
strate the trade-offs between efficiency and quality of IR-MLPs in
Table 1 with an example of the HRIR database with 9,720 mea-
sured IRs. Storing all measured filters directly requires as much as
7.7M floats. Parameterizing them in a IR-MLP, on the other hand,
allows for almost lossless IR recovery (≈ 20dB SDR) with as few as
100k floats, which is a compression of more than 98% compared to

`2 loss (×103) power phase latency

DSP baseline [22] 0.485 0.058 1.388 25.0 ms
neural renderer [22] 0.167 0.048 0.807 †32.8 ms
IR-MLP (ours) 0.236 0.042 0.933 13.1 ms

Table 2. Performance of rendering binaural audio where the IRs are
learned from real-world speech data. IR-MLPs clearly outperform
a traditional DSP baseline and are almost as strong as the neural
renderer from [22]. IR-MLPs can be run at much lower latency than
the approach from [22], which even requires a GPU (indicated by †).

naively storing all measured filters. Restoring the IRs requires a for-
ward pass through the network. With the 100k parameter model (6
hidden layers, 128 hidden units per layer), this requires only 1.5ms
on a single CPU core on a Macbook Pro. Different neural network
sizes equip this approach with great flexibility: in applications where
memory efficiency is paramount, the network size can easily be re-
duced until the requirements are met. In applications where quality
is paramount, on the other hand, larger networks allow for higher
accuracy of predicted IRs at the cost of memory and compute.

4.4. Learning from in-the-wild data

We demonstrate that our approach can learn accurate impulse re-
sponses from noisy in-the-wild data. Therefore, we use a 2h dataset
of binaural speech recordings and tracked source and listener po-
sitions [22]. Since the ground truth binaural impulse responses are
unknown for such a real-world dataset, we follow the evaluation pro-
tocol from [22] and report `2-loss on the binauralized speech data
and on the power spectrum as well as angular error on the phase
spectrum. For the IR-MLP, we use six layers with 512 hidden units
per layer as in the experiments above. The IR-MLP successfully
learns binaural impulse responses from the in-the-wild data, result-
ing in significantly better performance than a traditional signal pro-
cessing baseline has, see Table 2. Compared to the neural renderer
from [22], our approach performs slightly worse, particularly due
to a higher phase angular error. Note, however, that [22] is heavily
optimized for binaural rendering and includes physical priors such
as time warping, whereas our approach is a generic neural network
without explicit assumptions and domain-specific components. Also
note that [22] requires a GPU to run at 32ms latency, while our ap-
proach runs with only 13ms latency on a single CPU core. The im-
proved latency compared to the DSP baseline (13ms vs. 25ms) can
be explained by a lower number of samples that need to be buffered
for our approach: the network can produce IRs at dense spatial po-
sitions that change smoothly over time, which allows it to produce
smooth audio outputs even with small frame sizes and without an
overlap-add operation, saving compute and reducing latency.

5. CONCLUSION

We proposed a framework that can effectively estimate and interpo-
late IRs using deep neural networks which leverage recent advances
in neural representation learning. Our approach proves to be robust
to low signal-to-noise ratios in the observed signals and allows to
handle in-the-wild data. The latter is a particularly important ad-
vancement as it allows to estimate IRs directly from user-collected
data rather than from idealized lab recordings that require complex
and costly equipment. In its current formulation, the framework is
generic and directly applicable to a wide variety of IR estimation and
interpolation problems.
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